
1 Supplementary Figures

Figure 1: Facial landmarking by machine learning (A) The anno-
tation of 68 facial coordinates by dlib. (B) After filtering the redundant
points, 12 landmarks were chosen.
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Figure 2: Choosing the optimal number of factors in devGenes
parent-report data. The test statistic for the factor model from two to
15 factors (top). The maximal correlation coefficient among factor scores
with DRM and FLM, as a function of the number of factors (bottom).
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Figure 3: Uniquenesses of individual SCQ items in the SPARK
factor analysis (8 factors). Factor analyses using eight factors were
repeatedly performed on bootstrap samples of the data (100 bootstrap
samples), and the uniqueness for each item was recorded in each permu-
tation. Items with 50% uniqueness were considered separately from the
factors in the PRS associations.
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Figure 4: Null distributions and empirical p-values for 2D:4D ra-
tio and facial masculinity. The mean difference (over age) from boot-
strapped lowess trends of typically-developing individuals (TD) relative
to the mean TD trend constitutes the null distribution. The mean dif-
ference of the ”affected” trend for 2D:4D ratio (males and females) and
facial masculinity (males and females) is shown in red. Note that because
decreasing 2D:4D ratio corresponds to increased digital masculinity, an ex-
treme positive value corresponds to a failure to reject the null hypothesis
under consideration: MNDD ≤ MTD (where M is some objective measure
of masculinity). The corresponding empirical p-values for 2D:4D ratio for
males and females are p = 0.988 and p = 0.999, respectively. In contrast,
for facial masculinity, whose values are positively correlated to masculin-
ity, the null hypothesis is rejected (p = 0.002 and p < 0.001, for males and
females, respectively). Compare with Figure 2, panels C, D and G, H in
the main text.
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